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Definition: “In linguistics, a sentence function refers to a speaker's purpose in uttering a specific sentence,
phrase, or clause.” [Wikipedia]

Sentence Function
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Declarative (DE)

Positive DE

Negative DE

DE with IN words

Double-negative DE

Other types of DE

Exclamatory (EX)

EX without tone words

EX with interjections

EX with greetings

Imperative (IM)

IM with request

IM with dissuade

IM with command

IM with forbidden

Interrogative (IN)

Wh-style IN

Yes-no IN

A-not-A IN

Alternative IN

IN with tag question

Rhetorical

IN with backchannel

IN with open question

https://en.wikipedia.org/wiki/Sentence_function


• Humans express intentions in conversations through sentence functions.

• Sentence functions have great influences on the structures of utterances in conversations including
word orders, syntactic patterns, and other aspects.

Sentence Functions in Conversation
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Frequent word patterns of three level-2 Interrogative sentence functions. (Bi et al., ACL 2019)



• Existing work shows that the use of sentence functions improves the overall quality of generated
responses (Ke et al., ACL 2018).

• However, the number of utterances for different types of fine-grained sentence functions is usually
extremely imbalanced. In the large-scale dataset STC-SeFun (Bi et al., ACL 2019):

Imbalance Problem in Large-scale Conversation Dataset with Sentence Function Annotation
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Dialogue generation models suffer from data deficiency for these infrequent sentence functions!



Model-Agnostic Meta-Learning (MAML) can learn from a variety of tasks such that it can solve new
learning tasks using only a small number of training samples.

• Training: Learn transferable internal representations across tasks (task=domain).

• Testing: Quickly adapt to a new task using only a few datapoints and training iterations.

Model-Agnostic Meta-Learning (MAML)
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[Credit: Finn and Levine, 2019]

Adapting to new sentence functions?



A Single Task: response generation conditioned on a query-response sentence function pair (𝑑!, 𝑑")

Training Data: K high-resource tasks:

Testing Data (Target): T tasks with infrequent sentence function:

Problem Formulation
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Training:

Testing:

Query Response TaskModel

Trained ModelAdapted Model



We use a conditional sequence-to-sequence learning model as our base model.

• Attentional Sequence-to-Sequence Model

• Learn an additional query-response sentence function embedding for each query-response type

• The sentence function embedding is used at every decoding step:

Base Model: C-Seq2Seq
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Sentence 
Function Emb

Word Emb



Goal behind MAML: the conditions between task adaptation (fine-tuning) stage and training stage must
match.

MAML for C-Seq2Seq
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T!~#: training tasks



MAML assumes all tasks in training and adaptation stages distributed uniformly.

In conditioned response generation, some tasks may share some similarities while some are exclusive to
each other.

Exploring Structured Modeling
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Declarative (DE)

Positive DE

Negative DE

DE with IN words

Double-negative DE

Other types of DE

Imperative (IM)

IM with request

IM with dissuade

IM with command

IM with forbidden

Sim
ilar

Exclusive



Task Representation Learning: sentence function embeddings are used to interact with each other via a
gated self-attention mechanism

Task-Specific Knowledge Adaptation: the self-attended representations of these sentence functions are
used as parameter gates to tailor the transferable knowledge of the meta-learned prior parameters.

Exploring Structured Modeling: Structured Meta-Learning (SML)
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1. Sentence functions (tasks) seen in training: 𝐒 = [𝐬#, … , 𝐬$]

2. Self-matching Operation:

3. Gated summation for the final sentence function representation:

4. -𝐬% replaces 𝐬% as input at each decoding time step

5. In the testing stage, new sentence functions can benefit from the learned sentence functions for fast
adaptation.

Task Representation Learning
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To adapt globally transferable knowledge 𝜃& to each sentence function, we design a parameter gate 𝐨%for
𝜃&:

Intuitively, sentence functions with similar representations will activate similar initial parameters while
dissimilar sentence functions trigger different ones.

Task-Specific Knowledge Adaptation
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fully connected layer parameterized by 
Wp and activated by a sigmoid function σ 

element-wise 
multiplication 



MAML vs. SML
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T!~#: training tasks



• STC-SeFun dataset (Bi et al., 2019)

• A large-scale Chinese short text conversation
dataset with manually labeled sentence
functions

• We select 9 high-resource tasks for meta-
training, 4 tasks for meta-validation and 5
tasks for testing (adaptation).

Dataset
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Flue: Fluency measures the grammatical 
correctness of responses (1-5)

Rele: Relevance measures whether the 
response is a relevant reply to the query (1-5)

Info: Informativeness evaluates whether the 
response provides any meaningful 
information with regard to the query (1-5)

Accu: Accuracy evaluates whether the 
response is coherent with the given response 
sentence function (0-1)

Result
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MTL: Multi-Task Learning

FT: Fine-tuning

SML: Structured Meta-Learning



Effect of Structure Modeling
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Heatmap of the self-attention weight matrix. Each row shows the attention distribution for a given query-response 
sentence function pair (denoted in “Query|Response” format).



• We apply model-agnostic meta-learning (MAML) for open domain dialogue generation on infrequent
sentence functions.

• We further explore the structure across fine-grained sentence functions and such that the model can
balance knowledge generalization and knowledge customization.

• Extensive experiments show that our structured meta-learning (SML) algorithm outperforms existing
approaches under the low-resource setting.
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Thanks!


