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What is ‘Distractor Generation’? Model

Experiment Results

A New Task: Generate reasonable distractors (wrong options) for 
multiple choices questions (MCQs) in reading comprehension

Difference with Previous Works

1. Static Attention: learn an importance distribution (𝛾1 , 𝛾2 , … , 𝛾𝑛)

of the sentences (𝑠1 , 𝑠2 , … , 𝑠𝑛) in the article
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⊤𝐪 + 𝑏𝑞 , 𝛾𝑖 = softmax(

𝑜𝑖

𝜏
)

2. Dynamic Attention: 𝛼𝑖,𝑗 = 𝐡𝑖,𝑗
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3. Modulation: use the static attention to modulate the dynamic 

hierarchical attention ෤𝛼𝑖,𝑗 =
𝛼𝑖,𝑗𝛽𝑖𝛾𝑖
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4. Question-based Initializer: 

• Use the last token in the question as the initial input of the 

decoder

• Use the final cell state and hidden state of the question 

LSTM to initialize the decoder

5. Generate Diverse Distractors: Use beam search to receive k 

candidate distractors, select top 3 with predefined Jaccard

distance
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Article:
. . .
The Yanomami live along the rivers of the rainforest in the north of Brazil.
They have lived in the rainforest for about 10,000 years and they use more
than 2,000 different plants for food and for medicine. But in 1988,
someone found gold in their forest, and suddenly 45,000 people came to
the forest and began looking for gold. They cut down the forest to make
roads. They made more than a hundred airports. The Yanomami people
lost land and food. Many died because new diseases came to the forest
with the strangers.
. . .
In 1987, they closed fifteen roads for eight months. No one cut down any
trees during that time. In Panama, the Kuna people saved their forest.
They made a forest park which tourists pay to visit. The Gavioes people of
Brazil use the forest, but they protect it as well. They find and sell the
Brazil nuts which grow on the forest trees.

Question: 
Those people built roads and airports in order to .
A. carry away the gold conveniently (Answer)
B. make people there live a better life (Distractor)
C. stop spreading the new diseases (Distractor)
D. develop the tourism  there (Distractor)

Real-world Applications:
• Help the preparation of MCQ reading comprehension datasets

• The existence of distractors fail existing content-matching SOTA reading 
comprehension on MCQs like RACE dataset (Lai et al. 2017)

• Large datasets can boost the performance of MCQ reading comprehension 
systems

• Alleviate instructors' workload in designing MCQs for students
• Poor distractor options can make the questions almost trivial to solve
• Reasonable distractors are time-consuming to design

Previous:
• Extract a fixed distractor candidate set (usually word phrases)
• Use similarity-based methods or learning-based methods to select 

the distractors (a classification or ranking problem)

Our Goal:
• Generate longer and semantic-rich distractors (8.1 tokens on avg.)
• The generated distractors should semantically related to the reading 

comprehension question
• The distractors should not be paraphrases of the correct answer 

option
• The generated distractors should be grammatically consistent with 

the question, especially for questions with a blank in the end

Definition: Given an article 𝑃 containing multiple sentences 
𝑠1, 𝑠2, … , 𝑠𝑛, a pair of question 𝑞 and its correct option 𝑎 originated 
from the article, the goal is to generate the distractor 𝑑:

Dataset

RACE Reading Comprehension Dataset:
• A large-scale ReAding Comprehension dataset from Examinations 

(RACE) that are created for middle school and high school students

Pruning for our Distractor Generation Task:
• Some distractors have no semantic relevance with the article, which 

can be easily excluded
• Some distractors require some world knowledge outside the article
• Pruning Constraint: Keep a distractor if its weighted frequency of 

meaningful tokens is larger than 5

Our Dataset Statistics:

Case Study

Example:


