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7(a) loans are the most basic and most
used type loan of the Small Business
Administration’s (SBA) business loan
programs. Its name comes from
section 7(a) of the Small Business Act,
which authorizes the agency to provide
business loans to American small
businesses. The loan program is
designed to assist for-profit businesses
that are not able to get other financing
from other resources.

Scenario: I am a 34-year-old man from the United
States who owns their own business. We are an
American small business.

Rule Text

Question: Is the 7(a) Loan Program for me?
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7(a) loans are the most basic and most
used type loan of the Small Business
Administration’s (SBA) business loan
programs. Its name comes from
section 7(a) of the Small Business Act,
which authorizes the agency to provide
business loans to American small
businesses. The loan program is
designed to assist for-profit businesses
that are not able to get other financing
from other resources.

Scenario: I am a 34-year-old man from the United
States who owns their own business. We are an
American small business.

Rule Text

Question: Is the 7(a) Loan Program for me?

①

②

③

Are you a for-profit business?

Are you able to get financing 
from other resources?

Yes

No

Yes. (You can apply the loan.)



ShARC: Shaping Answers with Rules through Conversation 
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ShARC
(Saeidi et al., 2018)

Rule Text: 7(a) loans are the most basic and ...

Scenario: I am a 34-year-old man ....

Question: Is the 7(a) Loan Program for me?

Follow-up Q1: Are you a for-profit business? A1: Yes

Dialog History

Make a prediction among:
Yes, No, Irrelevant, Inquire
- Yes/No: Directly answer the question
- Irrelevant: unanswerable
- Inquire

Decision Making

Question Generation

Ask a follow-up question to clarify 
the unknown user information



1. Document Interpretation
• Identification of Conditions
• Determination of Logical Structures 
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7(a) loans are the most basic and most used type loan of the Small Business Administration’s (SBA)
business loan programs. Its name comes from section 7(a) of the Small Business Act, which authorizes
the agency to provide business loans to American small businesses. The loan program is designed to
assist for-profit businesses that are not able to get other financing from other resources.

①

② ③

“Eligible for 7(a) loans” = (①==True) and (② ==True) and (③ ==True)



2. Dialog Understanding
• Track the user’s fulfillment over the conditions
• Jointly consider the fulfillment states and the logical structure of rules
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7(a) loans are the ... provide business loans to American small businesses. The loan program is
designed to assist for-profit businesses that are not able to get other financing from other resources.

①

② ③

Scenario: I am a 34-year-old man from the United States who owns
their own business. We are an American small business. ① == True

“Eligible for 7(a) loans” = (①==True) and (② ==True) and (③ ==True) AND: examine the fulfillments 
of all conditions

Fulfillment State: (①==True) and (② == ? ) and (③ == ? ) Decision: Inquire

Follow-up Q1: Are you a for-profit business?



2. Dialog Understanding
• Track the user’s fulfillment over the conditions
• Jointly consider the fulfillment states and the logical structure of rules
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7(a) loans are the ... provide business loans to American small businesses. The loan program is
designed to assist for-profit businesses that are not able to get other financing from other resources.

①

② ③

Scenario: I am a 34-year-old man from the United States who owns
their own business. We are an American small business. ① == True

“Eligible for 7(a) loans” = (①==True) and (② ==True) and (③ ==True) AND: examine the fulfillments 
of all conditions

Follow-up Q1: Are you a for-profit business? A1: Yes ② == True

Fulfillment State: (①==True) and (② == True ) and (③ == ? ) Decision: Inquire

Follow-up Q2: Are you able to get financing from other resources?



2. Dialog Understanding
• Track the user’s fulfillment over the conditions
• Jointly consider the fulfillment states and the logical structure of rules
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7(a) loans are the ... provide business loans to American small businesses. The loan program is
designed to assist for-profit businesses that are not able to get other financing from other resources.

①

② ③

Scenario: I am a 34-year-old man from the United States who owns
their own business. We are an American small business. ① == True

“Eligible for 7(a) loans” = (①==True) and (② ==True) and (③ ==True) AND: examine the fulfillments 
of all conditions

Follow-up Q1: Are you a for-profit business? A1: Yes ② == True

Follow-up Q2: Are you able to get financing from other resources? A2: No ③ == True

Fulfillment State: (①==True) and (② == True ) and (③ == True ) Decision: Yes (You can apply the loan.)
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Follow-up Q1, A1

Follow-up QK, AK

Condition N

...

...

Question
User Information

Entailment 
Reasoning

Yes

Irrelevant

Inquire

No

Follow-up 
Question 

Generation
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• Goal
• Understand the logical structure of the rule text
• Parse the rule into individual conditions for entailment reasoning

• Challenges
• Sentence splitting is not enough: one rule sentence may contain several in-line conditions

• Solution: Discourse Segmentation
• In the Rhetorical Structure Theory (RST) of discourse parsing (Mann and Thompson, 1988), texts are split into clause-like units 

called elementary discourse units (EDUs)

Rule Segmentation
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𝐕E (Entailmentሻ

𝐕C (Contradiction)

𝐕N (Neutralሻ

Rule Text Dialog History

RoBERTa

ሾSEPሿ ሾCLSሿ ሾCLSሿሾSEPሿሾCLSሿ EDU1 ሾCLSሿ EDU2 ሾCLSሿ EDU... Ques. Scen. ሾSEPሿ ሾCLSሿ QA1 ሾSEPሿ ሾCLSሿ QA… ሾSEPሿ

𝐮Q 𝐮S𝐞1 𝐞2 𝐞… 𝐮1 𝐮…

Inter-sentence Transformer Layers

𝐞1 𝐞2 𝐞…

𝐕EDU1 𝐕EDU2 𝐕EDU…

𝐞1 𝐞2 𝐞…

Decision Classifier

Yes No Irrelevant Inquire
If ‘Inquire’, ask a follow-up question 

User
Ques.

User
Scen.

Rule
Sent. 1

Rule
Sent. 2

Rule
Sent.…

RoBERTa

CLS Rule Text SEP Underspecified Span ሾSEPሿ

UniLM Question Rephrasing 

Follow-up Question 

Entailment

Contradiction
Neutral

𝐮Q 𝐮S 𝐮1 𝐮…

Step ᬅ

QA1 QA…

Step ᬆ

Step ᬇ

ሾIf a worker has taken more leave than they’re entitled to,ሿEDU1 [their employer must not take money from 
their final pay ሿEDU2 ሾunless it’s been agreed beforehand in writing.ሿEDUଷ

mapping

Rule Text: If a worker has taken more leave than they’re entitled to, their employer must not take money from 
their final pay unless it’s been agreed beforehand in writing.

Discourse Segmentation

User ScenarioUser Question
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RoBERTa
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Rule Text Dialog History

RoBERTa

[SEP] [CLS] [CLS][SEP][CLS] EDU! [CLS] EDU" [CLS] EDU... Ques. Scen. [SEP] [CLS] QA! [SEP] [CLS] QA… [SEP]
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Contradiction
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Entailment
Contradiction
Neutral

Entailment
Contradiction
Neutral

Multi-Sentence Entailment Prediction 



Entailment Prediction
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Decision Making
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Follow-up Question Generation
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User
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Dataset:
• ShARC CMR dataset (Saeidi et al. 2018)

• Train/Dev/Test dataset sizes are 21980/2270/8276

• Test set is not public

• https://sharc-data.github.io/leaderboard.html

Evaluation
• Decision Making: Macro- & Micro- Accuracy

• Question Generation: BLEU1 & BLEU4

Experimental Setup
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https://sharc-data.github.io/leaderboard.html


Main Results

EMNLP 2020, Discern: Discourse-Aware Entailment Reasoning Network for Conversational Machine Reading

Experiments

21



Ablation Study
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RoBERTa > BERT
Discourse Segmentation > Sentence Splitting
Inter-Sentence Transformer IS Necessary!

Both Condition Representations and 
Entailment Vectors Facilitate Decisions



Simple: If A, then B

Disjunction: If A OR B OR C OR ..., then D

Conjunction: If A AND B AND C AND ..., then D

Other: Complicated AND/OR relationship

Analysis of Logical Structure of Rules
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Idea: Disentangle the challenge between scenario interpretation and dialog understanding

• Full Dataset: Full development set of ShARC

• Dialog Understanding Subset: User information only contains dialog history

• Scenario Interpretation Subset: User information only contains user scenario

How Far Has the Problem Been Solved?
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Current Bottleneck



• We present Discern, a system that does discourse-aware entailment
reasoning for conversational machine reading.

• Results on the ShARC benchmark shows that Discern outperforms existing
methods by a large margin.

• We also conduct comprehensive analyses to unveil the limitations of
Discern and challenges for ShARC.
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Thanks!

Code & Models: https://github.com/Yifan-Gao/Discern


